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e Key ldea : Train a model to jointly learn the alignment between the
guestion and the image patches as well as to generate the answer.

e Multihop and Multimodal Question Answering (MMQA)
IS the cognitive process of retrieving and combining
relevant information from diverse knowledge sources
(e.g., textual, visual, and audio) to answer a given
guestion

e \While previous approaches do fairly well in retrieving the
relevant sources, alignment is still a bottleneck for MMQA
on WebQA dataset.
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SOTA answers “A water-related object is present in the image” for
the question : “What water related object is present in the image?”

WebQA

e Emulates the way humans do web search; aggregate
multiple modalities to get a solution.

e Each example has a query, and has a set of positive
sources and distractor sources from which it must
extract the answer.

e Evaluation Method:
QA quality:
o Fluency: BARTScore
o Accuracy: Keywords Overlap

Q: Are there more children in William McTaggart's painting "Spring" than in
the "Family Group" painting by Rembrandt?
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The painting needs to be seen in
terms of Rembrandt's
experimentation”. This was
highlighted much earlier by Nigel
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Konstam who studied Rembrandt
throughout his career.

He's just everywhere, and people who
don't know anything, who wouldn't
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recognize a Rembrandt painting if they
ripped over it, you say the name
Rembrandt
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A: "William McTaggart\'s painting "Spring" does not have more children than in"'
‘the "Family Group" painting by Rembrandt.”

0o o 0 0056 0 [}

N V
Loss = — % Ez’zl Z]‘:1 Yi,j IOg(pi,J’)

0 0 0062 O 0 0062 0 012 0 0062 0 0191019 0 0 0

0 0 017 O 0 017 O 0 0 0 0 0 017

0 0 0.0910.091 O 0 0 0091 O 0 0 0.091

0 ﬂ 0 0 0 0 014 0 014

0 017 017 O 0 0 0 0 017
0O 005 0 0025 0 0075005 0 012
0 0091003 O 0 0.03 0.030.061

0 0 0053 0 0 0 016 0 0053

© c > Q

Our Method oveerits less on color
than Solar (SOTA)
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Annotation example

Can individuals sail their
boats at the South Downtown N
Waterfront in Portland, Oregon?

e ~10% of the dataset was annotated to P L
train the patch classification module. P <l |
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e Train the Language model using Log A\ _ \
Likelihood Loss and the Patch Classifier “g\\é\
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Q. How many strings
does a Paraguayan
harp have?

Preliminary Results
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Approximate results for
Image questions

Multihop and Multimodal Question Answering

Analysis and Takeaways

e The performance of the patch classification network scales
with the amount of annotated data that is available.
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Q: Does a Minnetonka Rhododendron
flower have petals in a cup shape?

e A non-linear adapter works better than a linear adapter
to convert the embeddings from the space of VILT to TS

) Val Loss With Linear Adapter
Val Loss With MLP Adapter
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e The TS5 model still overfits to the textual data that is
being provided by the Questions
o This could be because the golden answer consists of
a lot of redundant words/tokens from the question.

e Better reasoning alone is not enough to solve the
WebQA task. Chain of thought reasoning using
MiniGPT-4 led to errors when the model did not focus on
the right parts/elements of the image

e Pre-training TS with other vision-language related tasks
o Image Captioning
o Other VQA datasets

e Using image segmentation techniques instead of patching
to find the continuous segments that are most relevant

e Using CLIP Embeddings instead of VILT embeddings so
that the embeddings of the images and the text are better

matched.
e Curate the dataset better to remove redundant wording
from the golden answer.



